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11. Consider the 
ir
uit shown in the �gure. The system fails as soon as one of the two elementsfails. Element A has a life time des
ribed by an exponential r.v. TA with parameter 1 whileelement B has a life time des
ribed by an exponential r.v. TB with parameter 2. The lifetimes of the two elements are independent.
BAFigure 1: Cir
uit(a) let TS the r.v. that des
ribes the life time of the full system. Compute the p.d.f. of TS.(Hint: Compute P (TS > t). Use the result to �nd the 
.d.f. of TS and then its p.d.f.)If TS > t it means that both TA > t and TB > t. Sin
e these two random variable areindependent we have P (TS > t) = P (TA > t)P (TB > t). We have that P (TA > t) = e−tand P (TB > t) = e−2t so that P (TS > t) = e−3t. It follows that the 
.d.f. F (t) of TS is

F (t) = P (TS < t) = 1 − e−3tand so the p.d.f f(t) of TS is
f(t) = F ′(t) = 3e−3t.

(b) Suppose that after a time t you observe that the system has failed. Compute theprobability that it was element A that failed.By de�nition we have to 
ompute
P (TA < t|TS < t) =

P (TS < t&TA < t)

P (TS < t)
=

P (TA < t)

P (TS < t)
=

1 − e−t

1 − e−3t
.



22. The following data xi are the result of a random sample of size N = 50. They are orderedin in
reasing order.11.760 14.911 16.267 16.316 16.709 16.756 17.184 17.195 17.459 17.49117.571 17.621 17.707 18.211 18.260 18.426 18.545 18.729 18.899 19.17019.251 19.322 19.391 19.500 19.563 19.739 19.752 19.761 20.214 20.23020.343 20.385 20.549 20.802 21.113 21.323 21.380 21.524 21.704 21.89021.960 22.073 22.778 22.918 23.418 23.535 24.398 24.650 24.771 26.730Table 1: DataYou know that
50

∑

i=1

xi = 990.16

50
∑

i=1

x2
i

= 19983.(a) Compute the sample average and standard deviation.
x̄ =

990.16

50
= 19.803 σx =

√

1

49

(

19983 − 990.162

50

)

= 2.76

(b) Compute the median and fourth spread.
x̃ =

x25 + x26

2
= 19.651

lf = x13 = 17.707 uf = x38 = 21.524

fs = 21.524 − 17.707 = 3.817



3(
) After �nding eventual outlier, draw a box plot for the data.
lf − 1.5fs = 11.982 lf − 3fs = 6.2560

uf + 1.5fs = 27.250 uf + 3fs = 32.975Hen
e only x1 = 11.760 is an outlier and there is no extreme outlier.

(d) Choose a reasonable number of 
lasses and draw an histogram for the data. Show your
omputation.Sin
e we have 50 data it is reasonable to 
hoose 7 
lasses. Ea
h 
lass size is δ = 2.141st 
lass 2nd 
lass 3rd 
lass 4th 
lass 5t 
lass 6th 
lass 7th 
lasslower boundary 11.760 13.899 16.037 18.176 20.314 22.453 24.591upper boundaries 13.899 16.037 18.176 20.314 22.453 24.591 26.730frequen
y 1 1 11 17 12 7 1relative frequen
y 0.02 0.02 0.22 0.34 0.24 0.14 0.02density 0.0094 0.0094 0.103 0.159 0.112 0.065 0.0094



4(e) Give a 98% 
on�den
e interval for the true population mean µ.First we need z0.01 = 2.33. Then we have
µ ∈

[

x̄ − 2.33σx√
50

, x̄ +
2.33σx√

50

]

= [18.894, 20.712]

(f) How big should the sample be to obtain a pre
ision w smaller than 1. The pre
ision wis the size of the 
on�den
e interval.
N >

(

2 · 2.33 · 2.76

1

)2

= 166



53. Suppose now that you have to test the null hypothesis H0:µ = 20 against the alternativehypothesis Ha:µ < 20 using the data presented in Table 1.(a) Test the hypothesis at 0.025 signi�
an
e level.First we need z0.025 = 1.96. The reje
tion area is thus z < −1.96. We �nd that
z =

x̄ − µ0

2.33/
√

50
=

19.803 − 20

0.329
= −0.596so that we do not reje
t H0.

(b) Give the P-value for the test and expalin its meaning.
P = Φ(−0.596) = 0.276It means that if the signi�
an
e level of the test si greater than P we will reje
t H0 whileif the signi�
an
e level is less that P we will not reje
t H0.



64. The arrival times of the next two 
ars at a pay booth are des
ribed by the two randomvariables T1 and T2. The j.p.d.f. of these variables is:
f(t1, t2) =











4e−2t2 t2 > t1 > 0

0 otherwise(a) Compute the marginal p.d.f. fT1
(t1) and fT2

(t2).
fT1

(t1) = 4

∫ ∞

t1

e−2t2dt2 = −2e−2t2 |∞
t1

= 2e−2t1

fT2
(t2) = 4

∫

t2

0

e−2t2dt1 = 4t2e
−2t2

(b) Compute the 
onditional p.d.f. fT1|T2
(t1|t2) and fT2|T1

(t2|t1).
fT1|T2

(t1|t2) =
f(t1, t2)

fT2
(t2)

=











1
t2

t2 > t1 > 0

0 otherwise

fT2|T1
(t2|t1) =

f(t1, t2)

fT1
(t1)

=











2e−2(t2−t1) t2 > t1 > 0

0 otherwise(
) (Bonus) Compute the j.p.d.f. of T1 and T2 − T1. Are they independent?Let S = T2 − T1 and g(t1, s) the joint p.d.f. of T1 and S. We have
gT1

(t1) = fT1
(t1)and

P (T2 − T1 > s|T1 = t1) = P (T2 > t1 + s|T1 = t1) = e−2sso that
gS|T1

(s|t1) = 2e−2sThis implies that
g(t1, s) = gS|T1

(s|t1)gT1
(t1) = 4e−2t1e−2s.The two r.v. are 
learly independent.



75. The data reported in Table 2 are the result of a random sample from a population distributeda

ording to the following p.d.f.:
f(x; α) =











αx−α−1 x > 1

0 otherwisewhere α > 0 is a parameter to be determined.1.9230 1.7780 1.1149 1.3711 1.5444 1.0371 3.4376Table 2: Data(a) Use the methods of moment to estimate α.Let X be the r.v. that des
ribe our population. We have
E(X) =

∫ ∞

1

xαx−α−1dx =
α

α − 1on the other side we have
x̄ =

1

7

7
∑

i=1

xi = 1.7437Thus from the methods of moments we have
α

α − 1
= 1.7437 α = 2.3446(b) Use Maximum Likelihood to estimate α.The joint p.d.f. of the sample is

h(α) = α7
7

∏

i=1

x−α−1
i

= α7e−(α+1)
P

7

i=1
log(xi)thus we have

h′(α) = 7α6e−(α+1)
P

7

i=1
log(xi) − α7e−(α+1)

P

7

i=1
log(xi)

7
∑

i=1

log(xi)Observe that h(0) = h(∞) = 0 and h(α) ≥ 0 so that the maximum is at the solution of
h′(α) = 0 that is

7 − α

7
∑

i=1

log(xi) α =
7

∑7
i=1 log(xi)Sin
e ∑7

i=1 log(xi) = 3.3596 we have
α = 2.0836


